
Abstract. This paper provides an overview of the title
paper, discussing its background and signi®cance, some
details of the results, and subsequent developments that
were stimulated by the work.
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1 Background

One of the key advances in computational chemistry
during the last quarter of the twentieth century was the
development of simulation methods to study motions of
atoms and molecules in condensed-phase environments.
The paper reviewed here is noteworthy for its pioneering
application of molecular dynamics techniques to pro-
teins, and (along with the 1976 Warshel and Levitt paper
on lysozyme, discussed elsewhere in this issue) can be
considered to herald an increased interest among the
computational chemistry community on the problems
dealing with the structures and dynamics of biological
macromolecules.

In molecular dynamics simulations, one uses numer-
ical integration techniques to obtain approximate solu-
tions to Newton's equations of motion:

ma � m�d2x=dt2� � F � ÿ�@V =@x� : �1�
Here m is an atomic mass, a is the acceleration (the
second derivative of position x with respect to time), and
F is the force (expressed as the derivative of a potential V
with respect to position). Under the assumptions usually
used, the e�ect of electronic motion is folded into the
potential-energy function V(x), so that the dynamic
variables become the position of each atomic nucleus as
a function of time.

The use of classical trajectory techniques to study
atomic and molecular collisions in the gas phase can
be traced back to the 1930s, and became an established

technique in the 1950s and 1960s. Some of this back-
ground is contained in the perspectives in this issue on
the 1959 paper by Ford and Wheeler [1], the 1970
paper by Miller [2], and the 1965 paper by Karplus,
Porter, and Sharma [3]. The ®rst two of these deal in
part with the approximation in Eq. (1) that uses clas-
sical ideas, rather than quantum dynamics, to describe
nuclear motion; this greatly simpli®es the computa-
tional analysis, and in most cases should lead to rel-
atively small errors. The third paper contains a lucid
description of the use of classical trajectories to ana-
lyze elementary gas-phase collisions; this background
was very much ``in the air'' in the Karplus group,
where similar calculations continued well into the
1970s [4, 5].

A second thread in computational chemistry that
made it possible to carry out dynamical calculations on
proteins was the development of suitable potential-
energy functions (or ``force ®elds'') that describe en-
ergies as a function of con®guration. The fundamental
ideas trace back to ideas long used by vibrational
spectroscopists to interpret infrared spectra [6]. The use
of computers in conformational analysis of ¯oppier
molecules (i.e. to locate likely structures that are local
minima on the potential-energy surface) had begun in
earnest in the 1960s [7±12], and by the early 1970s
many applications to peptide and protein systems had
been reported. The work of the Lifson group in de-
veloping the consistent force ®eld (CFF) was parti-
cularly in¯uential to graduate student Bruce Gelin,
whose principal dissertation project involved the de-
velopment of a similar suite of codes to handle the
``bookkeeping'' involved in computing and using po-
tential-energy functions in polypeptides, and the cali-
bration of parameters for a force ®eld with fewer terms
than that of the CFF. In this model, the energy of a
polypeptide is expressed in terms of the contributions
of each local bond, angle and dihedral distortion terms
(comprising a simpli®ed version of traditional vibra-
tional force ®elds), and longer-range, ``nonbonded''
contributions that represented steric and electrostatic
interactions:
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This description is in many ways a quite simple one,
lacking local anharmonic terms and cross-terms con-
necting bonds and angles, for example. Still, even for a
small protein in vacuum there are many thousands of
terms to be evaluated at each step, and many force
constants (Kr, Aij, qi, etc.) to be estimated. In much early
work, the value of the dielectric parameter e was taken to
be the interatomic distance R in angstroms, both to
partially mimic solvent screening and to avoid expensive
square root calculations. Gelin and postdoctoral re-
searcher Andy McCammon (who had interests in both
atomic and hydrodynamic models of proteins) worked
together to construct a workable computer program to
perform protein trajectories and to analyze the results,
primarily in terms of time-correlation functions.

A third background thread for the application of
molecular dynamics techniques to proteins came from
the computational physics community on simulations of
simple liquids. Here the perspectives in this issue on the
1964 paper by Rahman (on liquid argon) and on the
1971 paper by Rahman and Stillinger (on liquid water)
may be helpful. The results of simulations and of other
statistical models for dense liquids had led to a dynam-
ical picture of di�usional motion whose character is
dominated by relatively ``hard'' collisions among atoms
which is augmented, but not fundamentally changed, by
much ``softer'' (more slowly varying) attractive or co-
hesive forces that serve to hold the liquid together. The
reasonable success of very simple potentials (such as
hard-sphere models) in explaining the dynamical and
equilibrium structural properties of simple liquids [13,
14] fueled the hope that many interesting features of
biomolecular dynamics could be determined even with
quite crude potential-energy functions, as long as the size
scale and general characteristics of the rapidly varying
parts of the potential were approximately correct. This
belief had to contend with a common feeling (expressed
at Harvard and elsewhere) that the number of adjustable
parameters in force ®elds representing molecules as
complex as proteins was so great as to severely com-
promise the usefulness of such calculations.

2 Results

The simulations reported in the paper dealt with bovine
pancreatic trypsin inhibitor (BPTI), a small (58 amino
acid) protease inhibitor whose structure is stabilized by
three disul®de crosslinks. The simulation began with a
set of X-ray coordinates and zero velocities, and ran 100
steps of numerical integration of Newton's equations of
motion, with each time step being about 1 fs. Since the
X-ray coordinates did not correspond to a minimum of

the potential-energy surface, during the dynamics some
of the potential energy was converted to kinetic energy,
so that after 100 steps the mean internal temperature was
140 K. At this point, velocities were scaled by a factor of
1.5 (corresponding to scaling the kinetic energy by a
factor of 2.25) and 250 additional equilibration steps
were carried out, leading to an internal temperature of
285 K. Following this, 9,000 additional ``production''
steps were computed and analyzed, during which the
average internal temperature rose to about 295 K.

The analysis of the results concentrated on the time-
averaged structure and on correlation functions that
illustrate the time-dependence of internal motions. A key
conclusion was that the internal motion was ¯uidlike at
ordinary temperatures, i.e. that ``the dynamics of atomic
displacements are dominated by collisions with neigh-
boring atoms, at least on the picosecond time scale.''
Hence, it is argued, ``...many of the dynamical properties
(though not necessarily the correct average structure)
can be obtained from any potential function which in-
cludes the forces that depend strongly upon distance
(covalent and hydrogen bonds, nonbonded repulsions)
and provides su�cient attractive interactions to preserve
the compact structure of the native system.''

3 Discussion

A striking feature (for most readers at the end of the
twentieth century) is the short time scale of the
simulation. This re¯ects both the speed of contemporary
computers, and of the state of conformational analysis
at the time, which typically analyzed calculations
consisting of only a few hundreds of steps of energy
minimization. The authors recognized that velocity
equilibration was not complete even after 9 ps, and it
was clear that signi®cant computer resources would be
needed for systematic studies of protein dynamics. For
this reason, also, this initial paper is no longer consulted
for quantitative details about ¯uctuations, although
most of the results presented stand up well compared to
later studies. Within 2 years, results from a 100-ps
simulation were available [15], and the time scale and
size of simulations continued to grow. Advances made in
both algorithms and computers over the next two
decades may be highlighted by comparison to a recent
molecular dynamics simulation [16] of a system with
about 20 times as many atoms as in the initial BPTI
simulation, for a time period of 1 ls, 105 times longer
than the initial 10-ps time period. Even today, however,
the size and time scales of a�ordable simulations is an
important limitation to obtaining reliable answers for
many interesting questions.

The ®eld of macromolecular simulations has grown so
rapidly that one no longer looks to the old primary lit-
erature for useful overviews, but rather turns to text-
books and monographs [17±21]. For those interested in
some historical perspective, though, a few additional
papers that represent the thinking in the Karplus group
at the time are worth consulting. These include a com-
parison of hard-collision models with vibrational theo-
ries in understanding protein internal dynamics [22]; the
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inclusion of solvent e�ects into the simulations [23]; and
analyses of oxygen binding to hemoglobin and myo-
globin [24, 25]. A Scienti®c American article by Karplus
and McCammon, although published much later, retains
much of the ``¯avor'' of the early investigations [26]. (It
should be recognized, however, that the computer-gen-
erated graphics used to illustrate this article were not
available in 1977; more typical of the time were line-
printer plots that were later hand-traced for publication.)

The title Nature paper was accompanied in the same
issue by a ``News and Views'' commentary by Barry
Robson [27], who correctly noted that ``the potential for
future application of molecular dynamics and related
techniques seems enormous'', and that a key impact of
molecular dynamics studies would be to counter an
overly rigid view of protein structure arising from the
fact that crystallographic results are typically presented
as a single (average) structure. It is perhaps sobering,
however, to consider Robson's suggested application for
the new technique, that of using computations to ad-
dress a controversy between the conventional double-
helix model of DNA and a then-current ``zipper'' model.
The di�culties to be encountered in moving from
qualitative insights about the nature of protein ¯uctua-
tions to reasonably reliable estimates of the relative
energies of di�erent conformations have been underes-
timated at one time or another by almost everyone in the
®eld. Recent analyses of the conformational energetics
of DNA, using computers many orders of magnitude
more powerful than those available in 1977, illustrate
problems with accuracy of potentials, treatment of
electrostatics, and sampling problems that still frustrate
straightforward e�orts to ``resolve'' biochemical prob-
lems by recourse to computation [28, 29].

The introduction of molecular dynamics techniques
into biomolecular simulation certainly quali®es as a
key development in computational chemistry, one that
required considerable foresight in tackling what were
obviously very di�cult problems. Martin Karplus [30]
would later write, ``The conceptual changes resulting
from the early studies make one marvel at how much of
great interest could be learned with so little ± such poor
potentials, such small systems, so little computer time.
This, of course, is one of the great bene®ts of taking the
initial, somewhat faltering steps in a new ®eld where the
questions are qualitative rather than quantative and any
insights, even if crude, are better than none at all.'' In
the beginning, emphasis was on picosecond motions in
proteins that could be directly simulated, but it soon
became clear (at least in principle) how to use the
ability of molecular dynamics simulations to sample
a Boltzmann distribution to make connections both
to equilibrium thermodynamics [31] and to ``activated''
kinetic events that take place on slower time scales [32].
A few years later it was also realized that dynamical
simulated annealing (i.e. a high-temperature simulation
followed by slow cooling to low temperatures) can be a
robust method for searching for low-energy conformers
that is far superior to energy minimization techniques.
The use of molecular-dynamics-based simulated an-
nealing as part of an optimization strategy is now

nearly universal in crystallographic and NMR structure
re®nement [33]. Overall, biomolecular molecular dy-
namics simulation is now no longer a specialized task
for computational chemists, but an increasingly reliable
tool that is a (nearly) routine adjunct to experimental
studies for those interested in the general ®eld of
structural biology.
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